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Bayesian Matrix Factorization (BMF)

[Salakhutdinov&Mnih08]

Y =BA' +¢&

4

Approximate Y with a low rank matrix U = BA'

COHY " BA T#2
Likelihood: p(Y|A,B)! exp " Fro

2! 2
tr(AC AT

Priors: p(A) o< exp (— 4 ’24 )>
—1pT

o(B) ! exp ( tr(BCéB B ))

M H M
& A I ) * & A I )
Al ]-H
Y 'L B
H'! min(L, M)
Observations:
Y' RLXM
Parameters:
A | RM xH
B! R-'H
Hyperparameters:
Cp = diag(czl, . ,ch)

arranged so that Ca, %, is non-increasing.
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Free Energy Minimization (FEM)

Bayes posterior« P(A,B[Y)! p(Y[A,B)p(A)p(B)

Bayes estimator UBves — (BATY 4 Bly)

Computationally intractable! :> Need approximation method.

Trial posterior: r(A, B)
r(4, B)

p(Y|A, B)p(A)p(B)
=KL ( (A, B)||[p(A, B|Y)) + const.

=>> (A BIY) = argmin F(r)

(Rigorous) Bayes posterior is obtained if we could minimize F(r) .

Free Energy: F(r)= log

Since minimization is intractable, some restriction is imposed.

minF ()

T

s.t. IT(A,B)! C
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Variational Bayesian Approximation

VB 1?
- Matrix-wise independence assumption
[Bishop2001,Lim&Teh2007]

V8 (A, B) = r(A)r(B)

Tractable iterative (local search) algorithm was proposed.

SimpleVB
- Column-wise independence assumption Good News:
[Raiko et al.2007] Analytic SimpleVB solution was
IH IH obtained [Nakajima+NIPS2010].
I’SimpleVB(A,B) _ r(ah) r(bh)

h=1 h=1

A=(ai,...,an) = (81,...,8u)'

B=(b,....bu) = (bs,....b)
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In this paper, we

- Theoretically show that solutions of SimpleVB and VB coincide.

== Global Analytic Solution for (non-simple) VB is available.

- Experimentally show the usefulness.

E=> Local minima problem is avoided with less calculation time.

Notes:
- Assumed fully observed matrix (cannot be applied to collaborative filtering scenario).
- Noise variance needs to be optimized (e.g., by naive 1-D search).
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Theorem 1 y )

= (by,...,by) = (by,....b )

- VB posterior is Gaussian:

M L
rVYB(A,B) = H NH(6m§am,2A)HNH(bI§bI’EB)-
1=1

m=1

Theorem 1:
Minimizer of free energy has diagonal covariances.

(Proof comes after Conclusion.)

M L ~
I:> rY8(A,B) = HNH(am;ﬁm,DA)HNH(Bl;Bl,DB). Da,Dg ! R" M : diagonal
m=1

=1

This is within SimpleVB restriction!

=» SimpleVB solution is VB solution!

Results obtained in [Nakajima+NIPS2010] give
(non-simple) /B posterior analytically.



NIKON CORPORATION
Core Technology Center
December 12, 2011 Nikon

lterative Algorithm  [Bishop99, Lim&Teh07]

hd! | "
A= &, . 8y =Y'BLL 1a="%2 B B+Llg+r20t 7,
Update rules: % &

n $"
B= B, . B, =vAB 1 ,=v2 N A+an 42000 '
B

For empirical Bayes: ¢ =1an!* ™M +(! Al s G = !ba!2IL +(! g)yy, -

Y[R, -ty BAY +r (A A+ MEa)(B B+ L)

For unknown noise variance: o’ LM

Analytic Method (Ours)

Estimate posterior, given the noise variance ! *:
Use global analytic solution.

For unknown noise variance:

Perform naive 1-D search.
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Result with artificial data
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December 12, 2011
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Iterative is slow and can be trapped at local minima.
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Result with benchmark data (UCI)
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Conclusion

| Global VB solution coincides with the SimpleVB solution.
| The same holds for empirical VB.
| Practical advantages were shown.

Future work

| Tensor.
| Non-spherical (correlated) prior.
| Missing value prediction.
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Outline of proof (Theorem 1)

We focus on the case when Ca, Cb, # Ca.: Cb,, for h' # h for simplicity.

We prove that the free energy

LM M. ICal . L. ICs] . [IY]?
= log!'?+ — o + —lo + + const.
1 il AN ~n ~
+ S {CLt (AR M a) +{Cyt (B B+ L g)

is minimized when ! 4 and ! g are diagonal.

Strategy:

1. show that any minimizer is stationary point.
2. consider perturbation around a minimizer.
3. necessary condition results in diagonality.

11
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Perturbation around a solution

Assume that (A*, XA ,B*, X5 ) is a minimizer of F.

Consider the following perturbation with an matrix !
A: A*CA—1/2! TC;\/27 " A = C;\/2! 0;1/2.. 20;1/2! TC;\/Q,
B: B*C/i/2| TCATUZ; " B = 0;1/2! C;A[\/Z' EC&/% TCA_UQ-

Then, the free energy can be written as a function of !

1, ¢ " o . # s
F(1)= St cilciirc/? B*B +L 5 CJ/* 7 +const.

(A, X4,B,X5)=(A", XY, B, %) when 2 =14 .

== F () is minimized when 2 = I .

12
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Use Lemma 1

.

l : ~ - - g N\ W
F(l )= St ci'lcilic/? B*B +L"5 CJ/* " +const.
diagonal !
Lemma 1: | If F({2) is minimized when (2 = Iy, then & is diagonal.

==>» B" B'+ L! % is diagonall
(Similarly, A" A" + M! , is also diagonal.)

Stationarity conditions

| A A |

A= gl,.. gM =Y B%, !A:"2 B!B+L!B+"20A1 ,

% &, | " $
B= B, b, =vALE 1 p=r K Asan 20y

imply that (XA, 2s) are diagonal (Q.E.D.).

Nikon
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